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Abstract— Comparing serially acquired fMRI scans is a typical way to detect functional brain changes in different conditions. However, this approach introduces additional variation on physical and physiological conditions, which results in substantial noise. To improve sensitivity and accuracy of signal detection in such highly noisy fMRI data, potentially important information should be incorporated. Here we propose a new significance indicator, the critical regularization value (CR-value), which detects significantly changed voxels by taking both the magnitude of the voxel-wise signal variation and spatial smoothness into account. The CR-value allows voxels that survive in a stronger sparse constraint to be considered as more significant. We demonstrate our method using a simulation dataset and a real fMRI dataset collected from the previous study. The results show that CR-value more accurately detects the true activation than GLM P-value, Posterior Probability Maps (PPM) and the Threshold Free Cluster Enhancement (TFCE) in noisy datasets.

I. INTRODUCTION

There is an increasing interest in using task-based fMRI to detect interactions of brain activation with differences in condition, often by contrasts of serial imaging sessions over time. Additional sources of noise are introduced into contrasts by factors such as day-to-day variation in the haemodynamic response [1-2] or subject movement [3]. Noise reduction of fMRI data either demands longer signal averaging times or averaging signal changes over larger numbers of subjects. For applications to clinical populations, e.g., in assessing learning [4] or drug effects [5-7], neither option may be practical.

To improve sensitivity and accuracy of signal detection from highly noisy fMRI data, potentially important information, such as spatial smoothness and connectivity constraints, therefore should be incorporated. Inspiring by the fact that active voxels are typically found adjacent to other active voxels in a cluster, several cluster-level inference methods have been proposed. These methods are commonly implemented in two steps: first, find groups of contiguous voxels (clusters) from the statistic image with a predefined threshold; second, calculate the significance level of each cluster [8]. A recent advance in this cluster-level inference is the Threshold Free Cluster Enhancement (TFCE) method that takes all threshold values and integrates over them to derive the cluster-level significance [9]. However, even with this framework, spatial information is used in the second processing step after single voxel inference.

In order to make direct use of spatial constraints, a regularized general linear model implemented in the Bayesian framework using spatial priors based on Sparse Spatial Basis Functions was proposed [10]. This approach used Posterior Probability Maps (PPM) to characterize regional specific effects [11]. As an exact Bayesian inference process is typically computationally intensive and frequently intractable, approximation approaches, such as variational Bayes method [12] and the type-II maximum likelihood method [13], were used to estimate the posterior distributions. Although empirical studies showed the mean of an approximate posterior distribution was relatively accurate [14-15], caution is needed in using the variance of an approximate posterior distribution as a significance indicator. This is because the approximate posterior distributions are usually more compact than real distributions [16].

In this paper, we propose an alternative index, the critical regularization value (CR-value), which detects significantly changed voxels by taking both the magnitude of the voxel-wise signal variation and spatial smoothness into account. A voxel that survives in a stronger sparse constraint has a greater CR-value indicating greater significance. To implement this idea, the general linear model (GLM) is solved using regularized optimization with various values of a penalty parameter λ. Fewer voxels survives with larger values of the parameter λ. If the voxel A is selected while the voxel B is not for a given value of the parameter λ, we can claim that the voxel A is relatively more significant than the voxel B. The CR-value of a voxel is defined as the largest value of the parameter λ to ensure this voxel being selected. Thus, a map of functional brain changes is constructed using the CR-values of all voxels. Every CR-value takes into account spatial relationships between voxels because the regularized optimization includes all voxels in the brain image. We also extend formulation of the CR-value for multi-subject analysis. We demonstrate the performance of our method using both the simulated data and a real fMRI dataset from a study of motor learning reported previously [17].

II. METHODS

In this section, fMRI data are modelled using the general linear model. Then, we define our significant indictor, critical
regularization value, for both single-subject and multi-subject analyses.

For each subject, we assume there are two fMRI images that are before and after the training process respectively. For each image \( s \in \{1, 2\} \), its corresponding general linear model is formulated as follows:

\[
Y_s = DX_s + E_s. \tag{1}
\]

The \( T \times N \) matrix \( Y_s \) represents the fMRI data consisting of \( T \) time points at \( N \) voxels. These datasets are explained by effects included in the design matrix \( D \). The design matrices for both images are identical, because subjects should be scanned under nearly the same conditions. The \( K \times N \) matrix \( X_s \) is the regression coefficients. The element in the \( i \)th row and \( j \)th column of \( X_s \) indicates the association between the \( i \)th effect and the \( j \)th voxel. The matrix \( E_s \) represents the residuals. The objective is to find out the changes associated with these effects. We extract the model of the first image from the model of the second one:

\[
\Delta Y = D \Delta X + \Delta E \tag{2}
\]

where \( \Delta Y = Y_2 - Y_1; \Delta X = X_2 - X_1; \) and \( \Delta E = E_2 - E_1 \). The matrix \( \Delta Y \) is the changes between the two fMRI images, while the matrix \( \Delta X \) is the changes of the associations between effects and fMRI signals.

Equation 2 can be solved by the following optimization procedure:

\[
\min_{\Delta X} \|D \Delta X - \Delta Y\|_F^2 + \lambda \left( \frac{1}{2} \|\Gamma \Delta X\|_F^2 + \sum_{i=1}^{4} \sum_{j=1}^{N} |\Delta X_{ij}| \right) \tag{3}
\]

where \( \|\cdot\|_F \) represents the Frobenius norm of a matrix. The error term \( \|D \Delta X - \Delta Y\|_F^2 \) is to minimize the total square residuals, which is a standard objective in regression. The smooth term \( \|\Gamma \Delta X\|_F^2 \) is to make the regression coefficients spatially contiguous. The \( H \times N \) matrix \( \Gamma \) represents spatial relations among voxels. \( H \) is the number of voxel-neighbourhood relationships in the image. Each row of \( \Gamma \) represents a neighbourhood relationship between two voxels. For example, suppose there are 4 voxels in an image. If the first and third voxels are neighbours, there is a row \((1 \ 0 \ -1 \ 0)\) in the matrix \( \Gamma \) to calculate the coefficient difference between these two voxels. There are several definitions of spatial relations. We use the typical definition that two voxels are related if they are neighbours sharing a common face. Therefore, there are 6 neighbours at most for each voxel. \( \|\Gamma \Delta X\|_F^2 \) counts the total square differences between neighbours. The smoothing parameter \( \alpha \) controls the smoothness of the regression coefficients. Fixing the value of the smoothing parameter \( \alpha \), the coefficients \( \Delta X \) is a function of the parameter \( \lambda \), which is denoted as \( \Delta X(\lambda) \).

The sparse term \( \sum_{i=1}^{4} \sum_{j=1}^{N} |\Delta X_{ij}| \), similar to L1 regularization of a vector, aims at reducing the number of nonzero regression coefficients. The parameter \( \lambda \) both determines the level of sparseness and smoothness, but the ratio of sparsity to smoothness remains fixed to \( \alpha \). All the regression coefficients can be regulated to zero if the parameter \( \lambda \) is sufficiently large. With the decrease of \( \lambda \), the coefficients \( \Delta X \) will gradually become nonzero one by one. The larger the parameter \( \lambda \) is, the sparser the matrix \( \Delta X \) will be. The regression coefficients are identical to the least square coefficients if the parameter \( \lambda \) is zero.

The critical regularization value (CR-value) of the \( i \)th effect and the \( k \)th voxel, which indicates the relative significance of association between the effect and the signal change of the voxel, is defined as the maximum of all possible values of the parameter \( \lambda \) that can regularize the coefficient \( \Delta X_{ij} \) of this effect and voxel to be nonzero:

\[
c_{ij} = \max\{\lambda|\Delta X_{ij}(\lambda) \neq 0 \}. \tag{4}
\]

If \( c_{ij} > c_{ik} \), then with \( \lambda \) being equal to \( c_{ik} \), the coefficient \( \Delta X_{ik}(\lambda) \) of the \( i \)th effect and the \( k \)th voxel reaches zero while the coefficient \( \Delta X_{ij}(\lambda) \) of the \( i \)th effect and the \( j \)th voxel is still maintained as non-zero. This indicates that the coefficient \( \Delta X_{ij} \) is more likely to be non-zero than the coefficient \( \Delta X_{ik} \). In other words, for the \( i \)th effect, the \( j \)th voxel is more likely to be included in a model than the \( k \)th voxel. Thus, the \( j \)th voxel is more significant than the \( k \)th voxel for the \( i \)th effect. Fig. 1 provides a simple demonstration of how CR-values are calculated. After CR-values for all voxels have been calculated, they can be normalized to z-scores.

\[
\begin{array}{cccc}
\lambda_0 & \lambda_1 & \lambda_2 & \lambda_3 \\
\text{a} & \text{b} & \text{a} & \text{b} \\
\text{c} & \text{d} & \text{c} & \text{d} \\
\text{b} & \text{a} & \text{b} & \text{a} \\
\end{array}
\]

Figure 1. An illustration of CR-value calculation. There are 4 voxels that are denoted as a, b, c and d. If the coefficient of a voxel is zero, it is colored in blue. Otherwise, it is colored in red. All the coefficients are zero if the parameter \( \lambda \) is sufficiently large. When the parameter \( \lambda \) decreases to 9, the coefficient of voxel-a firstly becomes nonzero. Therefore, the CR-value of voxel-a is 9. As the parameter \( \lambda \) continually decreases to 6, the coefficients of voxel-b and voxel-d are nonzero for the first time. The CR-values of both voxel-b and voxel-d are 6. Similarly, the CR-values of voxel-c is 3.

It is worth noting that the CR-value is different from the linear regression with L1 regularization. For L1 linear regression, \( \lambda \) is a fixed parameter as a part of the input; the regression coefficients \( \Delta X \) are the output. The values of \( \lambda \) are typically the same for all the regression coefficients. Differently, the CR-value aims at automatically finding the critical values of \( \lambda \), which penalize regression coefficients into zero. The critical value of \( \lambda \) varies for different regression coefficients. These critical values of \( \lambda \) are the output of the CR-value procedure.

The CR-value can be extended to multi-subject analyses. Consider R subjects in a study. For each subject, there are two fMRI measurements that are taken before and after the training process respectively. According to Equation 2, we get the following equation for subject \( l \):

\[
\Delta Y^l = D \Delta X^l + \Delta E^l \tag{5}
\]

where \( 1 \leq l \leq R \). Our objective is to find significant regression coefficients across all subjects. Utilizing multi-task learning [18], we get:

\[
\min_{\Delta X^l} \sum_{i=1}^{R} \|D \Delta X^l - \Delta Y^l\|_F^2 + \lambda \left( \frac{1}{2} \sum_{i=1}^{R} \|\Gamma \Delta X_i^l\|_F^2 + \sum_{i=1}^{R} \sum_{j=1}^{N} |\Delta X_{ij}^l| \right) \tag{6}
\]

\[
\min_{\Delta X^l} \sum_{i=1}^{R} \|D \Delta X^l - \Delta Y^l\|_F^2 + \lambda \left( \frac{1}{2} \sum_{i=1}^{R} \|\Gamma \Delta X_i^l\|_F^2 + \sum_{i=1}^{R} \sum_{j=1}^{N} |\Delta X_{ij}^l| \right) \tag{6}
\]
Similar to Equation 3, the term \( \sum_{i=1}^{R} ||D\Delta X^i - \Delta Y^i||_2^2 \) aims at minimizing the total square residuals. The second term

\[
\lambda \left( \frac{1}{R} \sum_{i=1}^{R} ||\Gamma \Delta X^i||_2^2 + \sum_{i=1}^{N} \sum_{j=1}^{M} \sqrt{\sum_{i=1}^{R} |\Delta X^i_{ij}|} \right)
\]

is to make the regression coefficients spatially contiguous and simultaneously reduce the number of nonzero coefficients in a group level. Fixing the value of the smoothing parameter \( \alpha \), the coefficients \( \Delta X^i \) for the \( i \)th subject is a function of the parameter \( \lambda \), which is denoted as \( \Delta X^i(\lambda) \). The grouped CR-value of the \( i \)th effect and the \( j \)th voxel is defined as follows:

\[
c_{ij} = \max\{\lambda | \exists l \in [1..R] \Delta X^i_{lj}(\lambda) \neq 0 \}. (7)
\]

Different from the single-subject analysis, the grouped CR-value is the maximum of all possible values of the parameter \( \lambda \) that can regularize at least one subject’s coefficient is nonzero.

In the paper, we assume the smoothing parameter \( \alpha \) is given and fixed. One typical method for justifying a parameter of a prediction algorithm is cross-validation. Cross-validation favours a smoothing parameter giving highest accuracy. However, a highly accurate model does not necessarily correspond to a “true model” [19]. For noisy fMRI data, for example, cross-validation favour large smoothing parameters, realizing little smoothness in the derived image. To overcome this problem, we designed a parameter tuning procedure to find a plausible value of the smoothing parameter \( \alpha \). The values of \( \alpha \) in our experiments are chosen using this procedure. The details of this procedure will be presented and discussed in the full version of this paper.

### III. RESULTS

Here we demonstrated the performance of our method using both the simulated data and a real fMRI dataset. Due to space limitation, we only showed the results for single-subject analysis. More results and discussion will be presented in the full version of this paper.

#### A. Simulation study

In this sub-section, we firstly describe the design of the simulation study. The design matrix we used throughout our paper contained two regressors: a task related regressor and its corresponding derivative, which are shown in Fig. 2 (a). Both the task correlated regressor and its derivative were incorporated in the linear model to generate simulated data, but we only focused on investigating the performance of discovering regression coefficient for the task correlated regressor.

The spatially contiguous regression coefficients \( \Delta X_1 \) for the task correlated regressor were generated as shown in Fig. 2 (b). \( \Delta X_1 \) was represented by a 18\times12 matrix with 25 non-zero pixels (in the black rectangular) grouped locally together. Each pixel had its colour ranging from blue to red and value ranging from 0 to 1 with a blue-red (low-high) colour scale. \( \Delta X_2 \) in response to the derivative regressor was generated in a similar way (not shown). To mimic highly noisy fMRI data, our simulation experiment included randomly generated noise from a Gaussian distribution with mean 0 and standard deviation 1.5. For signal detection, locally grouped non-zero pixels should be found to be more significant than others.

CR-value was compared with GLM P-values, TFCE [9] and PPM [10]. For GLM P-value results, we did not apply the false discovery rate correction or Bonferroni correction methods. This is because these corrections only help to choose significant pixels using P-values for multiple comparisons. As the rank of pixels resulting from P-values is not influenced, these methods do not change the selection of top significant pixels.

Fig. 3 shows the single-subject analysis results. Subplots (a)-(c) show the results of selecting 25 pixels with the most significant GLM P-values, PPM-values and TFCE-values respectively; and subplots (d)-(i) show the results of selecting top 25 pixels using CR-values with the smoothing parameter \( \alpha \) varying from 1 to 6. Intuitively, the pixels selected in subplots (a)-(c) are scattered; while some results of our method in subplots (d)-(i) with certain values of smoothing parameter \( \alpha \) contain more locally grouped pixels that are from the black rectangular region in Fig. 2 (b). When the smoothing parameter \( \alpha \) is equal to 1, the corresponding accuracy, specificity and sensitivity for CR-value were achieved as high as 0.98, 0.92 and 0.99 respectively. It is worth noting that the optimal value of smoothing parameter \( \alpha \) can be selected by our parameter tuning procedure, which will presented in the full version of this paper.

#### B. Empirical study

The real fMRI dataset we used in this paper is taken from a recent study by [17]. 23 MS patients and 12 healthy volunteers
were studied with fMRI during a visuo-motor tracking task performed with the right hand. After 2 weeks of daily practise, the study was repeated. Here we aim to demonstrate our method rather than study the differences between healthy volunteers and patients, so we have analysed only the dataset for healthy controls. Please refer to V. Tomassini et al [17] for the details of the fMRI data acquisition and pre-processing protocols. As this real fMRI dataset was only used to demonstrate our method, we reduced its dimensionality to save computational time. The trilinear interpolation method was used here to down sample the dataset with the voxel size of 8mm in all three directions. Afterwards, we applied our method to find changes in functional brain regions by comparing the fMRI measurements between two different sessions. Our method was applied to the normalized fMRI measurements. The design matrix was same as the one used in the simulation study, reflecting the real dynamics of external motor practice. To save effort, in this study we showed the results when only the task correlated regressor was used.

Fig. 4 compares the results of applying GLM, TFCE and our method with a range of values of the smoothing parameter \( \alpha \). The regression coefficients indicated the strength of the relations between voxels and the design matrix rather than their significance. The GLM P-values are displayed in the second row (left) of Fig. 4 as a logarithmic transformation. The subplot next to the GLM P-value result in the second row is the scaled TFCE results (10 to the power of standardized TFCE-values). By comparing the subplots between the first two rows, we can see that voxels with large strength are not necessarily significant. Subplots from the third row to the last row in Fig. 4 shows the scaled CR-values (10 to the power of standardized CR-values) with the smoothing parameter varying from 2 to 16. As the smoothing parameter is reduced, CR-values tend to approximate results generated by GLM. When larger smoothness constraints (with consequent smaller smoothing parameter, \( \alpha \) values) were added, the significance values of neighbourhood voxels tended to be closer. As expected, some voxels were consistently more significant than others across different smoothness constraints.

![Figure 4](image)

**Figure 4.** Single-subject analysis using coefficients, GLM P-values, TFCE-values and CR-values. The smoothing parameter \( \alpha \) varies from 2 to 16. Alpha = X indicates the smoothing parameter \( \alpha \) is equal to X.

### IV. Conclusion

This paper introduced a method to find brain functional changes by comparing two task-related fMRI scans at different time points. The core of the method is a new significance indicator, which is known as CR-value. CR-value aims at improving sensitivity and accuracy of signal detection in the presence of substantial fMRI noise, which is introduced by variation on physical and physiological conditions at different time points. Both simulation study and empirical study demonstrated the improvement of signal detection compared with GLM P-value, PPM and TFCE.
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